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Adaptive relaying for streaming erasure codes in a
three node relay network
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and John Apostolopoulos

Abstract—This paper investigates adaptive streaming codes
over a three-node relayed network. In this setting, a source node
transmits a sequence of message packets to a destination with
help of a relay. The source-to-relay and relay-to-destination links
are unreliable and introduce at most N1 and N2 packet erasures,
respectively. The destination node must recover each message
packet within a strict delay constraint T . The paper presents a
new construction of streaming codes for all feasible parameters
{N1, N2, T}. Our work improves upon the construction in Fong
et al. by adapting the relaying strategy based on the erasure
patterns from source to relay. Specifically, the code employs the
notion of symbol estimates, which allows the relay to forward
information about symbols before it can decode that symbol, and
variable-rate encoding, which decreases the rate used to encode a
packet as more erasures affect that packet. The codes proposed
in this paper achieve rates higher than the ones proposed by
Fong et al. whenever N2 > N1, and achieve the same rate when
N2 ≤ N1, in which case the rate is optimal. The paper also
presents an upper bound on the achievable rate that takes into
account erasures in both links in order to bound the rate in
the second link. The upper bound is shown to be tighter than a
trivial bound that considers only the erasures in the second link.

Index Terms—Cloud Computing, Streaming, Low-Latency,
Symbol-Wise Decode-and-Forward, Adaptive Relay, Forward
Error Correction, Packet Erasure Channel, Relayed Network

I. INTRODUCTION

A number of emerging applications including online real-
time gaming, real-time video streaming (video conference with
multiple users), healthcare (under the name tactile internet),
and general augmented reality require efficient low-latency
communication. In these applications, data packets are gen-
erated at the source in a sequential fashion and must be
transmitted to the destination under strict latency constraints.
When packets are lost over the network, significant amount
of error propagation can occur and suitable methods for error
correction are necessary.

There are two main approaches for error correction due to
packet losses in communication networks: Automatic repeat
request (ARQ) and Forward error correction (FEC). ARQ is
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not suitable when considering low latency constraints over
long distances, as the 3-way delay may be larger than the
required delay constraint. For that reason, FEC schemes are
considered more appropriate candidates. The literature has
studied codes with strict decoding-delay constraints—called
streaming codes—in order to establish fundamental limits of
reliable low-latency communication under a variety of packet-
loss models. Previous works have studied particular, useful
cases. In [2], the authors studied a point-to-point (i.e., two
nodes—source and destination) network under a maximal burst
erasure pattern. In [3], the authors have studied, separately,
burst erasures and arbitrary erasures. In [4], the authors have
extended the erasure pattern, allowing for both burst erasures
and arbitrary erasures. In particular, it was shown that random
linear codes [5] are optimal if we are concerned only with
correcting arbitrary erasures. Other works that have further
studied various aspects of low-latency streaming codes include
[6]–[18].

While most of the prior work on streaming codes has
focused on a point-to-point communication link, a network
topology that is of practical interest involves a relay node
between source and destination, that is, a three-node network.
This topology is motivated by numerous applications in which
a gateway server, able to decode and encode data, connects
two end nodes. Motivated by such considerations, streaming
codes for such a setting were first introduced in [19], which
derived the time-invariant capacity for the three-node setting,
and further extended to a multi-hop network in [20].

However, the work in [19] is constrained to time-invariant
codes, in particular, the relay does not exploit the knowledge
about the erasure pattern it has observed in order to improve its
coding scheme. On the other hand, the work in [20] allows for
channel adaptation, however, applying the scheme presented
in that work in the reduced three-node relayed network does
not improve the rate of the streaming code above [19], and
gains are only observed in the multi-hop setting.

In the present paper, we study a three-node communication
network involving a source, a destination and a relay node,
where the encoding function at the relay node is allowed to
adapt to the erasure patterns on the source-relay link. Unlike
the approach in [19], our proposed method enables the relay
node to transmit information about packets as soon as it
is available, which in turn can lead to more efficient error
correction on the relay-destination link. The main challenge
in the adaptation policy is that it should handle every feasible
erasure pattern on the source-relay link and yet be tractable.
Furthermore, the upper bound in [19] for time-invariant re-
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laying schemes does not hold [21], [22] when adaptation
is allowed on the relay-destination link. We develop a new
non-trivial optimization-based upper bound that aims to find
the “worst case” erasure pattern among all erasure patterns
that must be corrected. However, this optimization problem
is intractable, and instead we propose a heuristic to find a
solution to the problem. This heuristic provides a tighter upper
bound than a trivial bound that only considers the erasures
from relay to destination.

A. Related Works and Applications
Our work follows the same adversarial packet erasure chan-

nel model used in previous works such as [2]–[4], [15], [16].
In these works, there is a limit on the number of erasures that
may occur, and the goal is to achieve error-free communication
within the strict delay constraint. Adaptation of the encoding
strategies has been studied in [23], [24] in order to adapt to
changing channel statistics. In these works, such adaptation
is performed using random linear codes. Relay adaptation has
been studied in [20] in order to transmit over a multi-hop
setting. Our work also relates to streaming codes with variable-
size messages [12], [18], where the source needs to adapt to
the different message sizes that it observes.

The setting we study, with an intermediate relay between a
source and destination, can be used to model communication
between a user and a server. In such scenario, it is common
that the user communicates with a nearby node that is con-
nected to the same network as the server, and this node then
communicates with the server through an internal network. In
this case, the link from source to relay models the path from
the user to this intermediate node, and the link from relay to
destination models the path from it to the server, or vice-versa.
In many applications where such a network setting is common,
low latency is desirable—frequently, reducing latency is the
reason the internal network is built, so the routing can be
optimized to reduce delay (e.g. Riot Games’ network [25] or
WTFast network [26]), rather than the number of hops, which
is usually desired by regular Internet Service Providers.

Furthermore, the impact of latency on the user experience
in applications such as cloud gaming, where a cloud server
performs the computationally intensive tasks such as video
rendering, and then transmits only the video output to the
player, has been widely studied [27]–[33]. This latency has
different sources, such as propagation delay, hardware delay,
server-side processing delay and communications delay, and
reducing many of them has been studied, such as server-
side delay [34], video-encoding optimization [35] and, as
mentioned previously, reducing propagation delay by build-
ing internal networks optimized to reduce latency. However,
reducing the communication delay seems to be understudied,
in particular, the delay caused by packet losses. Considering
that the round-trip-delay often represents more than 20% of the
delay budget in these applications [36], re-transmissions rep-
resent a significant cost in the delay budget. Using streaming
codes could make these re-transmissions unnecessary, freeing
up a significant fraction of the delay budget.

Similar scenarios appear naturally in other settings, such as
virtual and augmented reality, where latency has been linked to

motion sickness [37], and, again, e.g. in VR cloud computing,
the user communicates with an intermediate node which then
communicates with the server.

II. SYSTEM MODEL

In this section, we formally introduce the problem setting.
We use the following notation throughout the paper. The set
of non-negative integers is denoted by Z+. The finite field
with q elements is denoted by Fq . The set of l-dimensional
column vectors over Fq is denoted by Flq . For a, b ∈ Z+, we
use [a : b] to denote {i ∈ Z+ | a ≤ i ≤ b}. Naturally, we set
[a :∞] , {i ∈ Z+ | i ≥ a}.

Consider a three node setup consisting of a source, relay and
destination. All packet communication happening in source-to-
relay and relay-to-destination links are assumed to be instan-
taneous, i.e., with no propagation delays. In each discrete time
slot t ∈ [0 : ∞], the source has a message packet m(t) ∈ Fkq
available, which needs to be communicated to the destination
via relay. We assume the packet consists of k independent
symbols drawn uniformly from Fq , and that each packet is
independent from each other. For simplicity, we assume that
m(t) , 0, if t < 0. Towards this, at time-t, source invokes
a source-side encoder ES(t) : Fkq × · · ·Fkq︸ ︷︷ ︸

t+ 1 times

→ Fn1
q to produce

a source encoded packet x(t) ∈ Fn1
q , which is obtained as a

function of message packets {m(t′)}t′∈[0:t]. Source transmits
x(t) to the relay over a packet erasure channel. Let xR(t)
denote the packet received by relay. We have:

xR(t) =

{
∗, if x(t) is erased,
x(t), otherwise. (1)

In time-t, once relay receives xR(t), it produces a relay
packet y(t) ∈ Fn2

q by invoking a relay-side encoder:

ER(t) : Fn1
q ∪ {∗} × · · · × Fn1

q ∪ {∗}︸ ︷︷ ︸
t+ 1 times

→ Fn2
q . (2)

The relay packet y(t) is a function of packets {xR(t′)}t′∈[0:t].
Relay transmits y(t) to the destination in time-t. Owing to
erasures in relay-to-destination link, the packet y

D
(t) received

by destination in time-t is given by:

y
D
(t) =

{
∗, if y(t) is erased,
y(t), otherwise. (3)

At time-(t+ T ), destination uses decoder:

D(t) : Fn2
q ∪ {∗} × · · · × Fn2

q ∪ {∗}︸ ︷︷ ︸
t+ 1 + T times

→ Fkq (4)

to obtain an estimate m̂(t) ∈ Fkq of m(t) as a function
of received packets {y

D
(t′)}t′∈[0:t+T ]. The decoder is delay-

constrained as m(t) has to be estimated by time-(t+ T ). The
tuple ({ES(t)}, {ER(t)}, {D(t)}) constitutes an (n1, n2, k, T )q
streaming code. This setting is illustrated in Fig. 1.

Definition 1 (Rate of an (n1, n2, k, T )q streaming code). The
rate of an (n1, n2, k, T )q streaming code is defined to be

k
max{n1,n2} .
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S R D
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(t)

N2 erasures
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Fig. 1: Three node setting

Definition 2 (Erasure Sequences). A source-relay erasure
sequence denoted by e∞S , {eS,t}t∈[0:∞] is a binary sequence,
where eS,t = 1 iff xR(t) = ∗. Similarly, a relay-destination
erasure sequence e∞R , {eR,t}t∈[0:∞] will have eR,t = 1 iff
yD(t) = ∗

Definition 3 (N -Erasure Sequences). Let N ∈ Z+. A source-
relay erasure sequence e∞S is defined to be an N -erasure
sequence if

∑
t∈[0:∞] eS,t ≤ N . Similarly, e∞R is an N -erasure

sequence if
∑
t∈[0:∞] eR,t ≤ N .

Definition 4 ((N1, N2, T )-Achievability). An (n1, n2, k, T )q
streaming code is defined to be (N1, N2, T )-achievable if it
is possible to perfectly reconstruct all message packets (i.e.,
m̂(t) = m(t) for all t) at the destination in presence of (i)
any N1-erasure sequence e∞S and (ii) any N2-erasure sequence
e∞R . Similarly, a rate R is said to be (N1, N2, T )-achievable
if there exists an (n1, n2, k, T )q code such that: the code is
(N1, N2, T )-achievable and R = k

max(n1,n2)
.

Definition 5 ((N1, N2, T )-Capacity). The (N1, N2, T )-
capacity, denoted as CN1,N2,T , is the maximum of all rates
that are (N1, N2, T )-achievable, as defined in Definition 4.

It may be noted that, if N1 + N2 > T , the (N1, N2, T )-
capacity is 0.

Remark 1. Error protection provided by (N1, N2, T )-
achievable (n1, n2, k, T ) streaming codes may appear to be
limiting, as they consider only N1 erasures across all time
slots [0 : ∞] in source-relay link and N2 erasures across
all time slots [0 : ∞] in relay-destination link. However,
owing to the delay-constrained decoder, these codes can in
fact recover from any e∞S , e∞R which satisfy:

∑i+T
t′=i eS,t ≤ N1

and
∑i+T
t′=i eR,t ≤ N2 for all i ∈ [0 : ∞]. i.e., in any sliding

window of T+1 consecutive time slots, source-relay and relay-
destination links see at most N1 and N2 erasures, respectively.

Remark 2. This channel model is an approximation of a
model that introduces independent and identically distributed
(i.i.d.) erasures. It allows for a tractable model for which we
can design codes, and codes designed for this model perform
well under the statistical model it approximates. A detailed
motivation is given in [19].

III. PROPOSED SCHEME

We start by presenting our main result on the achievable
rate in the three-node relay setting. Our coding scheme has
two components. In the source-to-relay link, we employ a
coding scheme that is similar to [19], with a small additional
“layering” step. However, in order to produce the relay-to-
destination packets, [19] only makes use of message symbols

that are fully decodable by the relay. In contrast, our relaying
scheme allows the use of “estimates”, which are message
symbols that have not yet been decoded by the relay, but
still provide valuable information, while still allowing the
destination to be able to timely recover all packets. We present
this idea, as well as other key ideas required to perform
adaptation, in Section III-B. Before presenting the general
construction, we introduce a toy example that demonstrates
each of the main ideas, and is referred throughout the text.
Finally, we present the general code construction for the relay-
destination link, and analyze its worst case packet size (i.e.,
n2), as well as show that it always allows the packets to be
recovered within the deadline as long as the channel model
holds.

Theorem 1. For any N1, N2 and T , there exists an
(N1, N2, T )-achievable (n1, n2, k, T )q streaming code with
rate R = min (R1, R2) where

R1 =
T + 1−N1 −N2

T + 1−N2
(5)

R2 =
T + 1−N2

T + 1 +
∑N1

i=0
N1−i

T+1−N2−(N1−i) + δ
(6)

and where δ is an overhead bounded by 1
c d(T + 1) logq 2e,

where c is an arbitrary integer constant that controls the
message packet size k. Note that the overhead goes to 0 as c
increases.

Remark 3. In Theorem 1, the δ term represents a header used
to inform the destination about the erasure pattern observed,
since the relay adapts its strategy according to that pattern.
This header is independent of packet sizes k, n1 and n2, thus,
if k is large, the overhead is negligible. In fact, in the worst
case, the header consists of T + 1 bits, which is negligible in
most applications.

In order to keep it simple, in the examples and main ideas
we assume that the destination has access to the erasure pattern
that occurs from source to relay. In the general construction,
we present a naive way to provide this information at the cost
of the extra header with size δ.

Corollary 1. For any T and N2 > N1, for a sufficiently
large q, there exists an (N1, N2, T )-achievable channel-
state-dependent (n1, n2, k, T )q streaming code that achieves
a rate (strictly) higher than R = T+1−N1−N2

T+1−N1
which is

the rate achieved by channel-state-independent (N1, N2, T )-
achievable streaming codes [19].

Throughout the section, We represent the message packet
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m(t) as a column vector of the form:

m(t) ,
[
m0(t) m1(t) · · · mk−1(t)

]>
. (7)

A. Source-to-relay encoding

In our scheme, the source node employs a construction
similar to the one in [19]. In the previous work, a diagonally-
interleaved maximum distance separable (MDS) code with
parameters k′ = (T + 1−N1 −N2) and n′ = (T + 1−N2)
was used. In our scheme, in order to match the different rates
possible from relay to destination, we use multiple “layers”
of this same code. Precisely, we use `′ ,

∏N1−1
i=0 (T +

1 − N2 − i) layers of diagonally-interleaved [n′, k′]-MDS
codes with parameters k′ and n′. The detailed construction
of the diagonally-interleaved MDS code can be found in, e.g.,
[19], but in short it consists of an [n′, k′]-MDS code being
diagonally interleaved such that each “diagonal” containing
message symbols m0(t),m1(t+1), . . . ,mk′−1(t+k′−1) and
parity symbols p0(k′), p1(k′ + 1), . . . , pr′−1(n′ − 1), where
r′ = n′ − k′, belong to the same underlying MDS block
code, as illustrated in Fig. 2. That is, in the figure, the parities
p0(k′), p1(k′ + 1), . . . , pr′−1(n′ − 1) are generated according
to a systematic MDS block code for which the information
symbols are m0(0), . . . ,mk′−1(k′ − 1). Then, we simply
multiplex the codewords from each layer together, and obtain
k = k′`′ and n1 = `′n′. More precisely, the codewords from
a layer i form “sub-packets” {x(i)(t)}∞t=0. Recall that there
are `′ layers. At time t, the `′ sub-packets {x(i)(t)}i∈[0:`′−1]
are vertically stacked together (i.e., multiplexed) forming the
coded packet x(t). This construction results in the following
code parameters

k ,
N1∏
i=0

T + 1−N2 − i, (8)

n1 ,(T + 1−N2)

N1−1∏
i=0

T + 1−N2 − i. (9)

Now, we make a major observation about such codes. Using
Lemma 3 from [19], we know that, if x(i) has been erased,
then `′ symbols of m(i) can be recovered at time i + N1,
another `′ symbols can be recovered at time i+N1 + 1, and
so on, until the entire message has been recovered at time
i + T − N2. This observation is guaranteed independent of
erasure pattern, as long as at most N1 erasures occur. However,
considering the erasure pattern, we make a stronger claim
about the recovery of symbols and, especially, “symbols with
interference”, which we now define simply as estimates.

Definition 6. We say m̃j(i) ∈ Fq is an estimate of a
source symbol mj(i) if there exists a function Ψi,j such that
Ψi,j(m̃j(i), {m(t)}t∈[0:i−1]) = mj(i). Equivalently, we have

H(mj(i)|m̃j(i), {m(t)}i−1t=0) = 0.

That is, m̃j(i) is an estimate of mj(i) if, given past (i′ < i)
message packets, we are able to recover mj(i) from m̃j .

Proposition 1. Assume that packet x(i) is erased. Then,
denote by I = {i1, . . . , iT+1−N1−N2

} the (ordered) time

indices of the first T+1−N1−N2 non-erased source encoded
packets after time i, and denote by iν the νth element of the
set. Then, at time instant iν , the relay has access to a set of
estimates M̃ν for which the following properties hold:

1) |M̃ν | = `′ν
2) H(m(i)|M̃ν , {m(i′)}i−1i′=0) ≤ k − `′ν

where the entropy is measured in terms of symbols in Fq (i.e.,
defined with logq) and `′ =

∏N1−1
i=0 (T + 1 − N2 − i) is the

number of layers of diagonally-interleaved codes, as defined
previously.

Less formally, Proposition 1 is stating that `′ “new” es-
timates of symbols of m(i) can be recovered from each
subsequent non-erased packet x(i′), i′ > i. Note that when
ν = (T + 1−N1 −N2), we have `′ν = k, thus, estimates of
all symbols can be recovered. By new estimates, we mean that
each non-erased packet provides estimates for `′ symbols of
m(i) for which no estimates were previously available. This
definition and proposition should be clearer in the example
given in Section III-C. The proof is provided in the appendix.

B. Relay-to-destination: Main Ideas

We now present the three main ideas employed in our
relaying scheme that allows the relay to transmit using a
higher rate than in the non-adaptive schemes by employing
the knowledge of the erasure pattern that has occurred. These
ideas stem from Proposition 1, that is, from the fact that each
non-erased packet provides some information about previous
erased packets, and that the relay can decode some estimates
before the “worst-case” erasure pattern (this will be clearer
shortly), and before it can decode the “clean symbols”. At
this point, we wish to present the high level ideas, and then
go through them in the example in the next section, before
finally presenting the full construction.

1) Packet-wise variable rate: Let us denote by N ′(t) ,∑t+T−N2

i=t 1[xR(i) = ∗] the number of erasures in the source-
to-relay link in the window [t : t+ T −N2]. In order to fully
employ the knowledge of the erasure patterns, we must note
that N ′(t) may be different from N ′(t′), t′ 6= t. In particular,
assuming both x(t) and x(t′) have been erased, intuitively we
can see that if N ′(t) > N ′(t′), the symbols present in x(t) are
subject to a “harsher” erasure pattern than the symbols in x(t′).
Furthermore, we must note that N ′(t) = N1 can not occur
simultaneously for all t, that is, there are windows of length
T+1−N2 that contain necessarily less than N1 erasures. With
this in mind, the first adaptation we propose is the following:
symbols from a packet x(t) that are subject to a harsher erasure
pattern should be transmitted from relay to destination using
a lower rate than symbols from a packet x(t′) that is subject
to a “lighter” erasure pattern. In particular, if x(t) has been
erased, then the (estimates of information) symbols that belong
to that packet are subject to an effective delay T−N ′(t) in the
relay-to-destination link. As quick examples, let us consider
the two extreme cases: if a packet is not erased, then those
symbols may be relayed as if it was transmitted through a
point-to-point network with N2 erasures and delay constraint
T . On the other hand, if a packet is erased and is subject
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𝑚0(0) 𝑚0(1) ⋯ ⋯ ⋯ 𝑚0(𝑘′ − 1) 𝑚0(𝑘′) ⋯ 𝑚0(𝑛′ − 1) 𝑚0(𝑛′)

𝑚1(0) 𝑚1(1) ⋯ ⋯ ⋯ 𝑚1(𝑘′ − 1) 𝑚1(𝑘′) ⋯ 𝑚1(𝑛
′ − 1) 𝑚1(𝑛′)

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

𝑚𝑘′ − 2(0) 𝑚𝑘′ − 2(1) ⋯ ⋯ ⋯ 𝑚𝑘′ − 2(𝑘′ − 1) 𝑚𝑘′ − 2(𝑘′) ⋯ 𝑚𝑘′ − 2(𝑛
′ − 1) 𝑚𝑘′ − 2(𝑛′)

𝑚𝑘′ − 1(0) 𝑚𝑘′ − 1(1) ⋯ ⋯ ⋯ 𝑚𝑘′ − 1(𝑘′ − 1) 𝑚𝑘′ − 1(𝑘′) ⋯ 𝑚𝑘′ − 1(𝑛
′ − 1) 𝑚𝑘′ − 1(𝑛′)

𝑝0(0) 𝑝0(1) ⋯ ⋯ ⋯ 𝑝0(𝑘′ − 1) 𝑝0(𝑘′) ⋯ 𝑝0(𝑛
′ − 1) 𝑝0(𝑛′)

⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮ ⋮

𝑝𝑟′ − 1(0) 𝑝𝑟′ − 1(1) ⋯ 𝑝𝑟′ − 1(𝑟′) ⋯ 𝑝𝑟′ − 1(𝑘′ − 1) 𝑝𝑟′ − 1(𝑘′) ⋯ 𝑝𝑟′ − 1(𝑛′ − 1) 𝑝𝑟′ − 1(𝑛′)

𝑥
(0)
(0) 𝑥

(0)
(1) ⋯ 𝑥

(0)
(𝑟′) ⋯ 𝑥

(0)
(𝑘′ − 1) 𝑥

(0)
(𝑘′) ⋯ 𝑥

(0)
(𝑛′ − 1) 𝑥

(0)
(𝑛′)

Fig. 2: An illustration of diagonal interleaving technique applied by source-side encoder to produce source encoded sub-
packets {x(i)(t)}t∈[0:∞]. We illustrate here the case i = 0 and the same procedure will be applied for all i ∈ [0 : `′ − 1]. Let
k′ , T + 1−N2 −N1, n

′ , T + 1−N2, r
′ , n′ − k′ = N1 and m(0)(t) , [m0(t) m1(t) · · · mk′−1(t)]>. Each diagonal is

a codeword of a systematic [n′, k′]-MDS code, whose initial k′ symbols are message symbols. Source encoded packet x(t) is
obtained by vertically stacking `′ source encoded sub-packets {x(i)(t)}i∈[0:`′−1].

to a burst of N ′(t) = N1 erasures, then that packet must be
relayed with effective delay T − N1, and the code must still
recover from any N2 erasures, clearly reducing the rate. Then,
packets may also be subject to any number of erasures between
0 and N1. Furthermore, as we have mentioned previously,
we should emphasize that not all packets can be subjected
to N1 erasures simultaneously, and therefore we can certainly
gain from this adaptation. These different rates also inherently
lead to variable code lengths, i.e., variable n2. However, we
handle that by zero padding for consistency with the problem
definition. The relaying scheme in [19] essentially assumes
N ′(t) = N1 for all t, which is the reason it achieves a lower
rate than ours.

2) Within-message variable rate: As we saw above, be-
cause each packet x(t) may be subject to a different number
of erasures N ′(t), each packet is transmitted with its own rate.
However, we should also note that the relay only observes the
erasures causally. This means that, when it first decodes a few
estimates of symbols of a message packet m(t), it may not
yet know N ′(t), because it does not know the future erasures.
However, the relay should start forwarding the information
about that packet as soon as it has access to estimates,
otherwise there will be a decrease in the rate. Because of that,
the rate used to encode each massage packet may also vary
as the relay observes new erasures. In order to consistently
encode using these variable rates, we use long MDS codes,
which encode all k message symbols and allow for variable-
rate transmission, rather than diagonally-interleaved “short”
MDS codes, which were used in prior works.

3) Relaying with Interference: Finally, another main idea
relies on the notion of estimates previously presented. In order
to fully appreciate this idea, let us present some context about

the prior work: a key insight in [19] was the introduction
of symbol-wise decode-and-forward, as opposed to message-
wise decode-and-forward, that is, the insight that the relay
should not wait until an entire packet is recovered before it
relays information about that packet, and instead it can relay
information as soon as symbols are decoded. In our work,
we go further, and we claim that the relay does not need
to wait until symbols are recovered, and instead it can relay
information as soon as estimates are decoded, which is a
weaker requirement. We interpret these estimates as symbols
with interference, since the past messages are undesired, and
could hinder recovery of the desired symbol. On the other
hand, due to the delay deadline, this interference can be
canceled at the destination before the deadline of the “relevant”
symbol.

C. Example
Before we proceed to the general construction, let us go

through an example. Consider a network with N1 = 2,
N2 = 3 and T = 6. Let us consider k = 24, that is,
each message packet consists of 24 symbols. We denote by
mi(t) the ith message symbol at time t. We use the notation
a : i : b to denote the set {a, a + i, a + 2i, . . . , b} and
ma:i:b(t) =

[
ma(t),ma+i(t), . . . ,mb(t)

]
. If i does not divide

b− a, the last index instead is the highest value smaller than
b that can be written as a+Ki, K ∈ Z+. Thus, for example,
1 : 2 : 4 represents {1, 3}.

The underlying code used by the source is a systematic
diagonally-interleaved MDS code with k′ = (T + 1 − N1 −
N2) = 2 and n′ = (T + 1 −N2) = 4. This code is repeated
`′ = 12 times in order to match the possible codes used from
relay to destination. Thus, we have k = 24 and n1 = 48.
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This code can be seen in Table I and Table II, on the upper
side of the tables. Note that, no matter what erasure pattern
occurs in the source-to-relay link, the symbols m1:2:23(t) can
be recovered (by the relay) at time t + 3, while the symbols
m2:2:24(t) can be recovered at time t+2, which is the original
result from [19]. However, as we shall see next, depending on
the erasure pattern, some symbols can be recovered earlier
than that.

First, let us consider the scenario where the erasures in the
first link occur in a burst. Assume that source encoded packets
x(4) and x(5) are erased, as illustrated in Table I. As the
code is systematic, message packets which are part of non-
erased source encoded packets, for example, message packets
m(3) and m(6), are immediately available to the relay. On the
other hand, packets that are erased, such as packets 4 and 5,
are not. The message packets that are present in non-erased
source encoded packets are transmitted as soon as possible,
with the highest rate possible, which in this case is given by
R = 4/7. This rate comes from the point-to-point capacity
for a link with N2 erasures and delay constraint T , i.e.,
R = T+1−N2

T+1 = 4
7 . In order to generate the encoded symbols,

we again use an MDS code, and for analysis purposes we
simply assume that each parity provides a linearly independent
equation. In the bottom part of Table I, symbols belonging
to packet m(3) are highlighted in blue as an example of
such transmission. On the other hand, message packets for
which their respective source encoded packets (i.e., where
the systematic information is contained) are erased cannot be
transmitted with that rate, as there is no information available
to the relay yet. Intuitively, because these packets will now
need to be transmitted with a lower delay, the rate must
also be lower, or, from a different perspective, because the
information must be more concentrated, erasures will be more
costly, and therefore more redundancy is also needed. Looking
at the table again, note that symbols belonging to m(4) are
subject to two erasures, i.e., at times 4 and 5. Intuitively,
this reduces the available delay by two, and the rate we
can achieve is now R = T−2+1−N2

T−2+1 = 2
5 . Interestingly,

we can think of the symbols belonging to packet m(5) as
subject to only one erasure, and we can transmit with rate 3/6,
following the same intuition above. These examples highlight
the packet-wise variable rate aspect of our coding strategy,
as different packets are transmitted with different rates, based
on how many erasures they were subject to from source to
relay. Finally, note that our relaying code works: any three
erasures that occur from relay to destination will not stop the
decoder from recovering m(3) at time 9, m(4) at time 10,
or m(5) at time 11, where the decoding can be performed
by simple Gaussian elimination (recall that the parities are
generated according to an MDS code). For example, if relay
packets 6, 7 and 9 are erased, then relay packet 8 provides
12 symbols worth of information about m(4), and 8 symbols
worth of information about m(5). Later, relay packet 10
provides another 12 symbols worth of information about m(4),
completing the 24 symbols (recall that k = 24), and another
8 symbols worth of information about m(5). Finally, relay
packet 11 provides the last 8 symbols worth of information
about m(5).

In the example, we should also note that, at time 6, we
transmit what we call estimates, rather than “clean” symbols.
Here, we can see why we referred to estimates as “symbols
with interference”: the message symbols from packet m(4)
present in m′2:2:16(5) are undesired, and if packet 4 is not
recovered, then this would make packet 5 also unrecoverable.
However, because packet 4 is recovered at time 10, the
destination can cancel this “interference”, and packet 6 also
effectively provides 8 symbols worth of information about
m(5) by the deadline at time 11. Also, note that n2 is variable
and depends on the erasure pattern on the first link. For this
specific pattern, we observe that packets 7, 8 and 9 all contain
n2 = 50 symbols (six symbols from each non-erased packet,
which are five packets, then 8 symbols from packet 5 and 12
symbols from packet 4).

Now, we would like to highlight the final key idea, which is
the within-message variable rate. This idea is important when
the relay starts to forward a packet at some high rate, and
then new erasures occur and hinder the transmission. This
occurs specifically when the erasure pattern is not a (single)
burst, such as illustrated in Table II. In this example, the
erasures occur at times 4 and 6, but packet 5 is successfully
received. Following our previous idea, at time 5, the relay
transmits some (specifically, 8) symbols of m(4): in this
case, it transmits m2:2:16(4), which are already available. This
choice is because the relay has observed only one erasure so
far, thus it is attempting to transmit with rate 3/6, similar
to how it transmitted packet m(5) in the previous example.
However, a new erasure occurs at time t = 6, and the relay
does not have another 8 symbols worth of information about
m(4), instead, it only has access to the remaining 4 symbols
that were already recovered at time 5. Since these symbols are
all that is available to the relay, it forwards them at time 6.
Then, at time 7, it recovers the remaining 12 symbols of m(4),
and transmits all of them, significantly increasing how many
symbols are being transmitted (from 8 to 12), or, equivalently,
reducing the rate. In the future transmissions (at times 8, 9 and
10), the relay again transmits parities containing 12 symbols
worth of information about m(4). This is what we mean by
“within-message variable rate”: at time 5, the relay attempted
to transmit m(4) with rate 3/6, with 8 symbols per packet.
However, as soon as a new erasure was observed, the rate was
adapted and reduced to 2/5, that is, 12 symbols per packet.
Similar to the previous example, we have n2 = 50. Although
this needs to hold for all possible erasure patterns, we show
later that, indeed, n2 = 50 is the worst case and therefore the
rate of our code is R = 24/50.

In general, our scheme attempts to transmit each source
encoded packet with the maximal possible rate, i.e., R =
T+1−N ′1−N2

T+1−N ′1
, where N ′1 is the number of erasures observed

so far that affect packet m(t). As soon as it observes a
new erasure, (by updating this N ′1) it reduces the rate of
transmission of the affected message packets. Further, it also
transmits symbols with interference when required, knowing
that the interference can always be cancelled at the destination
due to the sequential nature of delay-constrained streaming
communications. In the following section we present the
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TABLE I: Example of the proposed encoding scheme in case of burst erasures in the link between source and relay for T = 6,
N1 = 2, N2 = 3. In this case, the two erasures in the source-to-relay link occur in a burst at times t = 4 and t = 5.

Time 3 4 5 6 7 8 9 10 11
m1:2:24(3) m1:2:24(4) m1:2:24(5) m1:2:24(6) m1:2:24(7) m1:2:24(8) m1:2:24(9) m1:2:24(10) m1:2:24(11)

So
ur

ce

m2:2:24(3) m2:2:24(4) m2:2:24(5) m2:2:24(6) m2:2:24(7) m2:2:24(8) m2:2:24(9) m2:2:24(10) m2:2:24(11)
m1:2:24(1)
+m2:2:24(2)

m1:2:24(2)
+m2:2:24(3)

m1:2:24(3)
+m2:2:24(4)

m1:2:24(4)
+m2:2:24(5)

m1:2:24(5)
+m2:2:24(6)

m1:2:24(6)
+m2:2:24(7)

m1:2:24(7)
+m2:2:24(8)

m1:2:24(8)
+m2:2:24(9)

m1:2:24(9)
+m2:2:24(10)

m1:2:24(0)
+2m2:2:24(1)

m1:2:24(1)
+2m2:2:24(2)

m1:2:24(2)
+2m2:2:24(3)

m1:2:24(3)
+2m2:2:24(4)

m1:2:24(4)
+2m2:2:24(5)

m1:2:24(5)
+2m2:2:24(6)

m1:2:24(6)
+2m2:2:24(7)

m1:2:24(7)
+2m2:2:24(8)

m1:2:24(8)
+2m2:2:24(9)

Time 3 4 5 6 7 8 9 10 11
m1:4:24(3) m1:4:24(6) m1:4:24(7) m1:4:24(8) m1:4:24(9) m1:4:24(10) m1:4:24(11)
m2:4:24(2) m2:4:24(3) m2:4:24(6) m2:4:24(7) m2:4:24(8) m2:4:24(9) m2:4:24(10)
m3:4:24(1) m3:4:24(2) m3:4:24(3) m3:4:24(6) m3:4:24(7) m3:4:24(8) m3:4:24(9)
m4:4:24(0) m4:4:24(1) m4:4:24(2) m4:4:24(3) m4:4:24(6) m4:4:24(7) m4:4:24(8)

p
(0)
1:1:6(4) p

(1)
1:1:6(5) p

(2)
1:1:6(6) p

(3)
1:1:6(7) p

(6)
1:1:6(10) p

(7)
1:1:6(11)

p
(0)
1:1:6(5) p

(1)
1:1:6(6) p

(2)
1:1:6(7) p

(3)
1:1:6(8) p

(6)
1:1:6(11)

p
(0)
1:1:6(6) p

(1)
1:1:6(7) p

(2)
1:1:6(8) p

(3)
1:1:6(9)

R
el

ay

m2:2:24(4) m1:2:24(4)
p
(4)
1:1:12(8)

= m2:2:24(4)
+m1:2:24(4)

p
(4)
1:1:12(9)

= m2:2:24(4)
+2m1:2:24(4)

p
(4)
1:1:12(10)

= m2:2:24(4)
+3m1:2:24(4)

m′
2:2:16(5) = m1:2:16(4)

+m2:2:16(5)
m1:2:16(5) m17:1:24(5) p(5)(9) p(5)(10) p(5)(11)

TABLE II: Example of the proposed encoding scheme in case of spaced erasures in the link between source and relay for
T = 6, N1 = 2, N2 = 3. In this case, the erasures in the source-to-relay link occur at times t = 4 and t = 6, with t = 5 being
successfully received.

Time 3 4 5 6 7 8 9 10 11
m1:2:24(3) m1:2:24(4) m1:2:24(5) m1:2:24(6) m1:2:24(7) m1:2:24(8) m1:2:24(9) m1:2:24(10) m1:2:24(11)

So
ur

ce

m2:2:24(3) m2:2:24(4) m2:2:24(5) m2:2:24(6) m2:2:24(7) m2:2:24(8) m2:2:24(9) m2:2:24(10) m2:2:24(11)
m1:2:24(1)
+m2:2:24(2)

m1:2:24(2)
+m2:2:24(3)

m1:2:24(3)
+m2:2:24(4)

m1:2:24(4)
+m2:2:24(5)

m1:2:24(5)
+m2:2:24(6)

m1:2:24(6)
+m2:2:24(7)

m1:2:24(7)
+m2:2:24(8)

m1:2:24(8)
+m2:2:24(9)

m1:2:24(9)
+m2:2:24(10)

m1:2:24(0)
+2m2:2:24(1)

m1:2:24(1)
+2m2:2:24(2)

m1:2:24(2)
+2m2:2:24(3)

m1:2:24(3)
+2m2:2:24(4)

m1:2:24(4)
+2m2:2:24(5)

m1:2:24(5)
+2m2:2:24(6)

m1:2:24(6)
+2m2:2:24(7)

m1:2:24(7)
+2m2:2:24(8)

m1:2:24(8)
+2m2:2:24(9)

Time 3 4 5 6 7 8 9 10 11 12
m1:4:24(3) m1:4:24(5) m1:4:24(7) m1:4:24(8) m1:4:24(9) m1:4:24(10) m1:4:24(11)
m2:4:24(2) m2:4:24(3) m2:4:24(5) m2:4:24(7) m2:4:24(8) m2:4:24(9) m2:4:24(10)
m3:4:24(1) m3:4:24(2) m3:4:24(3) m3:4:24(5) m3:4:24(7) m3:4:24(8) m3:4:24(9)
m4:4:24(0) m4:4:24(1) m4:4:24(2) m4:4:24(3) m4:4:24(5) m4:4:24(7) m4:4:24(8)

p
(0)
1:1:6(4) p

(1)
1:1:6(5) p

(2)
1:1:6(6) p

(3)
1:1:6(7) p

(5)
1:1:6(9) p

(7)
1:1:6(11)

p
(0)
1:1:6(5) p

(1)
1:1:6(6) p

(2)
1:1:6(7) p

(3)
1:1:6(8) p

(5)
1:1:6(10)

p
(0)
1:1:6(6) p

(1)
1:1:6(7) p

(2)
1:1:6(8) p

(3)
1:1:6(9)

m2:2:16(4)
m18:2:24(4)

R
el

ay

m1:2:24(4)
p
(4)
1:1:12(8)

= m2:2:24(4)
+m1:2:24(4)

p
(4)
1:1:12(8)

= m2:2:24(4)
+2m1:2:24(4)

p
(4)
1:1:12(8)

= m2:2:24(4)
+3m1:2:24(4)

m2:2:16(6) m1:2:16(6) m17:1:24(6) p(6)(10) p(6)(11) p(6)(12)

general code construction.

D. Relay-to-Destination Encoding

For the relay-to-destination encoding, let us first state the
packet size n2, and then present the code construction, and
finally show that, indeed, the code construction presented uses
at most n2 symbols per packet. Evidently, the number of
message symbols is the same as in the link from source to
relay, defined in (8), however, as a reminder, we include it
here again.

k ,
N1∏
i=0

T + 1−N2 − i, (10)

n2 ,(T + 1−N1)

N1∏
i=1

T + 1−N2 − i

+

N1∑
l=1

N1∏
i=0,i6=l

T + 1−N2 − i. (11)

Remark 4. The choice of code parameters (in particular, k) is
to ensure that every subcode from relay to destination (which
have a rate of the form (T + 1−N2− i)/(T + 1− i), as men-
tioned in Section III-B) can be met with integer parameters.

The relay employs two different encoding mechanisms de-
pending on whether the source encoded packet x(t) sent from
source is successfully received (non-erased) or not (erased).
However, we note that, in case x(t) has been erased, the
rate adaptation depends on how many erasures occurred and,
more generally, on the erasure pattern itself, as mentioned in
Section III-B. In each time-t, relay transmits a relay packet
y(t) which is a function of all non-erased source-to-relay
source encoded packets within the set {x(t′)}t′∈[0:t]. For ease
of exposition, we will view each y(t) as an unordered set of
n2 symbols, rather than a column vector.

1) x(t) is Non-Erased: In this case, since we use sys-
tematic encoding from source to relay, the entire message
packet m(t) is immediately available to the relay at time
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t. The relay will then partition the message packet into
`′′ ,

∏N1

i=1 (T + 1−N2 − i) message sub-packets, denoted
as {m′(i)(t)}i∈[0:`′′−1]. That is, m′(i)(t) is the ith sub-packet
of the message packet m(t). From (8) and `′′, it follows that
each sub-packet is of size k′′ , T + 1 − N2. The relay will
then employ diagonal interleaving using [n′′ , T + 1, k′′]-
MDS codes for each sub-packet, as follows.

Let G , [Ik′′ P ] denote the generator matrix of the [n′′, k′′]-
MDS code and let each message sub-packet to be represented
as a column vector as follows

m′(i)(t) , [m
′(i)
0 (t) m

′(i)
1 (t) · · · m′(i)k′′−1(t)]>

= [mi·k′′(t) mi·k′′+1(t) · · · m(i+1)k′′−1(t)]>

where i ∈ [0 : `′′ − 1]. Similarly, let[
p(i)(t+ k′′)p(i)(t+ k′′ + 1)

· · · p(i)(t+ n′′ − 1)
]

= m′(i)(t)>P, i ∈ [0 : `′′ − 1].

Then, for all i ∈ [0 : `′′ − 1], the relay appends
m
′(i)
1 (t) · · · m′(i)k′′−1(t), p(i)(t+k′′) p(i)(t+k′′+1) · · · p(i)(t+

n′′ − 1) to y(t), y(t + 1), . . . , y(t + n′ − 1) , y(t + T ),
respectively.

That is, each sub-packet is encoded into a diagonal that goes
from t up to t+T , where the packets at times t′ ∈ [t : t+k′′−1]
contain systematic symbols, and the remaining packets at times
t′ ∈ [t + k′′ : t + T ] contain parity symbols. Note that there
are exactly N2 parity symbols for each sub-packet.

Thus, each non-erased source encoded packet x(t) con-
tributes `′′ symbols to each of the relay packets y(t), y(t +
1), . . . , y(t+ T ). Note that this is not a systematic streaming
code1, as the message packet m(t) is not fully included in
the packet y(t). That is, in the relay-to-destination code, all
symbols from each sub-packet belong to the same underlying
MDS code, unlike in the source-to-relay code.

It should be easy to see that we are able to recover m(t)
from any N2 erasures using this coding scheme. The rate
used is also intuitive: since no erasures occurred from source
to relay, we transmit with the same rate as a point-to-point
streaming code with delay constraint T and N2 arbitrary
erasures.

2) x(t) is Erased: On the other hand, if x(t) is erased, then
the relay has no information of m(t) at time t, and the relay
will follow a different encoding strategy. Let C(t; j) be a set
of code symbols (to be viewed as a column vector) computed
by the relay as a function of all non-erased source encoded
packets in time slots [0 : t+ j]. The size of each C(t; j) can
vary from 0 up to `′. Our coding strategy consists of including
C(t; i) as a part of y(t+ i), i ∈ [1 : T ]. In the following, we
discuss (i) how to determine C(t; j), (ii) how we obtain a
relay packet size which matches (11) and (iii) how we can
guarantee that m(t) is recoverable at the destination at time
t+ T under any N2 erasures in the relay-to-destination link.

Let It , {t1, t2, . . . , tT+1−N2−N1
} denote the set contain-

ing the first T + 1−N2 −N1 time slots in [t + 1 : t + T ]

1While this may seem systematic in the sense that message symbols appear
uncoded in later packets, in a proper systematic code, m(t) would appear
entirely uncoded in y(t).

during which there are no erasures in the source-to-relay
link. From Proposition 1, we know that, at time tj , the relay
has access to `′ · j estimates of symbols of m(t), for all
j ∈ [1 : T + 1−N2 −N1].

We start by describing an overview of our coding scheme,
without specifying the sizes of each C(t; j). Consider a “long”
systematic [nlong, klong]-MDS code, klong , k, that is, an MDS
code which encodes all k symbols from the message packet
m(t) into nlong coded symbols. The parameter nlong, as we will
explain now, depends on the erasure pattern in the source-relay
link. Let us start by constructing a length-nlong row-vector
C(t)> which is a codeword of this long MDS code.

In order to construct C(t)>, the initial k code symbols
of C(t)> are k estimates of the symbols of m(t). More
specifically, the first `′ code symbols of C(t)> are the `′

estimates of m(t) determined by relay at time t1 (i.e., from
the first non-erased source encoded packet), the next `′ code
symbols are the `′ estimates determined at time t2 (second
non-erased source encoded packet) and so on, up to the first
k symbols of C(t)>. On the other hand, the final nlong − k
code symbols of C(t)> are MDS parity symbols obtained as
a function of the initial k code symbols of C(t)>.

Now, let us discuss how to obtain C(t; j) from C(t)>. Let
us define αt(t+ i) as the size of C(t; i), and let our codeword
be written as C(t)> , [C(t; 1)> C(t; 2)> · · · C(t;T )>].
Then, by definition, we should have nlong =

∑
i∈[1:T ] αt(t+i).

We now discuss how to determine each αt(t+ i).
Consider time slots [t : t+T ]. By assumption, x(t) is erased

and there can be at most N1−1 more erasures in time slots [t+
1 : t+T ] (in the source-to-relay link). Let us denote by κt(t+i)
the cumulative number of estimations of message symbols of
m(t) available to the relay at time t + i. Then, αt(t + i) is
obtained as described in Algorithm 1. In the algorithm, at
time instant t+ i, γ(i) keeps the number of erasures that have
occurred from time t+ 1 up to t+ i− 1, that is, the erasures
the relay has observed in the past.

Algorithm 1 Computation of αt(t+ i) for i ∈ [1 : T ]

i← 1
while i ≤ T do
γ(i)← number of erasures in time slots [t+1 : t+ i−1].
`γ(i) ← k

T−N2−γ(i)
if x(t+ i) is not erased or κt(t+ i) = k then
αt(t+ i)← `γ(i)

else
available← κt(t+ i)−

∑
a∈[1:i−1] αt(t+ a)

αt(t+ i)← min
{
`γ(i), available

}
end if
i← i+ 1

end while

To illustrate, let us analyze the code used for the transmis-
sion of packet m(4) in the example. In Table I, we start with
i = 1, that is, we shall analyze how many symbols should
be transmitted at time 5, i.e., α4,1. Following our algorithm,
x(4+1) is erased. So far, we have not recovered any symbols
from m(4), therefore, κ4(5) = 0, and we have α4,1 = 0. This
can be seen from the fact that we do not transmit any symbols
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from m(4) at time 5 in the example. Afterwards, for i = 2, we
are able to recover `′ = 12 symbols, so we have κ4(6) = 12.
Following the algorithm, since x(6) is not erased, we have
α4,2 = 24

6−3−1 = 12. The same goes for the remaining of the
transmission.

On the other hand, in Table II, we have α4,1 = 24
6−3−0 = 8,

and we have κ4(5) = 12, since we recovered 12 symbols.
Then, at time 6, x(6) is erased, thus, we transmit the minimum
between `j(2) = 8 and κ4(6) − α4,1 = 4, i.e., 4 symbols.
Finally, we have α4,i = 12 for all other packets, since now
`γ(i) = 12, as before.

This is just a greedy algorithm such that as many symbols
are included in C(t; i) subject to following constraints:

1) αt(t+ i) ≤ `γ(i) ≤ `′,
2) C(t; i) is a function of message symbol estimates of

m(t) obtained by relay in non-erased time slots among
[t+ 1 : t+ i],

3) C(t)> , [C(t; 1)> C(t; 2)> · · · C(t;T )>] is a code-
word of a systematic [nlong, klong]-MDS code. That is, the
initial k code symbols are k message symbol estimates
of m(t).

Note that, because of item 1, we are guaranteed to always
have enough symbols to transmit because, if x(t + i) is not
erased, then we recover at least as many symbols as we
transmit, and if x(t + i) is erased, then we transmit the
minimum between how many symbols we have available and
`γ(i), which is by definition at most the number of symbols
we have available.

Remark 5. At first, it may seem that our relaying scheme has
only two states, that is, either x(t) has been erased or not.
However, note that if x(t) is erased, our transmission method
is then determined by the variables αt(t + i) and κt(t + i).
Therefore, the relaying scheme has many different states, and
the state is updated depending on whether packets x(t + i),
i ∈ {1, . . . , T}, are erased or not. This can be seen in the
example in Table I, where the relaying scheme for m(4) is
different from (i.e., uses a lower rate than) the one for m(5).

3) Worst-Case Length of Relay Packets: We now wish to
show that, using our code construction, the maximum packet
length is at most the one described in (11). For consistency,
all packets which would have a smaller packet length than the
maximum are zero-padded in order to keep a constant packet
length as defined in the problem statement2.

First, let us note that, if x(t′) is not erased, it appends
exactly `′′ symbols to each relay packet in time slots from
t′ up to t′+T , where recall that `′′ = k

T+1−N2
. Thus, at some

arbitrary time t, each non-erased source encoded packet x(t′),
t′ ∈ [t− T : t] contributes `′′ symbols to y(t).

Now, let us assume that there are i ≤ N1 erasures at time
slots {τ1, τ2, . . . , τi} ⊆ [t− T : t], where τ1 < τ2 < · · · < τi.
Now, note that from time τi′ + 1 up to time t, i− i′ erasures
have occurred, by definition. Recall also that αt(t+ i) ≤ `γ(i)

2This is done strictly to be consistent with the problem statement. In
practice, there would be no zero-padding, and instead some packets would
simply have smaller sizes, consuming less bandwidth.

in Algorithm 1. Finally, note that `0 < `1 < · · · < `N1−1.
From these properties, we have that

ατi′ ,t−τi′ ≤ `i−i′ , i
′ ∈ [1 : i]

where ατi′ ,t−τi′ is the number of symbols appended to y(t)
due to the erasure in the link from source to relay at time τi′ .

Therefore, the packet length of y(t) is at most

ñ ≤ (T + 1− i)`′′︸ ︷︷ ︸
Contribution of non-erased packets

+
∑

i′∈[0:i−1]

`i′︸ ︷︷ ︸
Contribution of erased packets

(12)

= (T + 1− i)`′′ +
∑

i′∈[0:i−1]

k

T −N2 − i′
. (13)

Now, note that `′′ < `0, thus, i = N1 maximizes this packet
length and is therefore the worst case. We then have that ñ ≤
(T+1−N1) k

T+1−N2
+
∑N1−1
i′=0

k
T−N2−i′ , which matches (11).

Finally, we should note that, since the relay changes its
coding strategy according to the erasure pattern observed in
the first link, this erasure pattern must also be relayed to the
destination, so it knows how to decode. A naive solution is
to, at time t, transmit the erasure pattern observed from time
t − T up to t, which is a binary sequence of length T + 1,
and does not depend on the packet size. Thus, by making the
packet size go to infinity, the rate approaches

R2 ,
k

n2
=

T + 1−N2

T + 1 +
∑N1−1
i=0

N1−i
T+1−N2−(N1−i)

.

4) Recoverability of m(t) at Destination by Time-(t+ T ):
We have shown that our code construction achieves the desired
rate, however, it remains to show that our code is (N1, N2, T )-
achievable, and therefore so is the proposed rate.

Note that Proposition 1 shows that the relay is able to
recover the estimates of m(t). Now, it suffices to show that,
with the proposed code construction, the destination has access
to enough estimates to recover m(t) entirely.

Proposition 2. Using our coding scheme, if there are at most
N2 erasures from relay to destination, the destination is able to
recover an estimate m̃(t) of m(t) at time t+T . Furthermore,
the destination is able to recover m(t) at time t+ T .

Proof: Note that, from relay to destination, all message
packets are transmitted within the same MDS code. We split
the analysis in two cases, depending on whether x(t) has
been erased or not. If x(t) has not been erased, then each
message sub-packet is encoded using a [T + 1, T + 1−N2]-
MDS code, and at most N2 erasures may occur, therefore, all
(T + 1 − N2)`′′ = k symbols can be recovered, since each
layer recovers its own (T + 1−N2) symbols and there are `′′

layers.
On the other hand, if x(t) has been erased, we again split the

analysis in two cases. In the first case, let us assume αt(t+i) =
`γ(i) for every i, that is, we always have enough symbols to
transmit the maximum we wish to. In this case, αt(t + i) ≥
k

T−N2
for all i ∈ [1 : T ]. Since there are at most N2 erasures,

there are at least T−N2 available packets, thus we can recover
all k message symbols.

This article has been accepted for publication in IEEE Transactions on Information Theory. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TIT.2023.3254464

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: TEL AVIV UNIVERSITY. Downloaded on May 16,2023 at 00:46:57 UTC from IEEE Xplore.  Restrictions apply. 



10

Finally, the last case occurs when x(t) has been erased, but
αt(t+ i) < `γ(i) for some i. In this case, let us denote by i∗

the largest i such that this condition holds. Let us state some
easily verifiable facts about i∗:

1) x(t+ i∗) has been erased, as otherwise we would have
αt(t+ i∗) = `γ(i∗).

2) There are γ∗ , γ(i∗)+1 erasures in the source-to-relay
link in time slots [t+ 1 : t+ i∗].

3) κt(t+i
∗) < k, as otherwise we would have αt(t+i∗) =

`γ(i∗).
4)
∑i∗

i=1 αt(t+ i) = κt(t+ i∗).
Then, for i ∈ [i∗ + 1 : T ], we have

αt(t+ i) ≥ k

T −N2 − γ∗
. (14)

This follows from the fact that, for i > i∗, we have αt(t+i) =
`γ(i) from the definition of i∗ and γ(i) ≥ γ∗ by definition of
γ(i) and γ∗.

Also, for i ∈ [1 : i∗], we have

αt(t+ i) ≤ k

T −N2 − (γ∗ − 1)
. (15)

This again follows from the fact that, for i ≤ i∗, γ(i) ≤ γ∗−1
(recall that γ(i) only counts erasures up to time t+ i− 1).

Also, note the following: i∗ − γ∗ is exactly the number of
non-erased source encoded packets from time t+1 up to t+i∗,
since i∗ represents the number of transmitted packets and γ∗

the number of erased packets. Furthermore, we have

`′(T + 1−N1 −N2)
(a)
= k

(b)
> κt(t+ i∗)

(c)
= (i∗ − γ∗)`′

where (a) follows by definition (8); (b) follows from item 3
above; and (c) follows from the fact that there are i∗ − γ∗

non-erased packets and the relay recovers `′ estimates from
each non-erased packet as seen in Proposition 1. This implies

T −N2 − i∗ > N1 − 1− γ∗ ≥ 0 (16)

where the first inequality is simply from rewriting the previous
inequality and the second comes from the fact that γ∗ ≤ N1−
1, since at most N1 − 1 erasures may occur from time t + 1
up to t+ T (recall that x(t) has been erased).

For simplicity, let us define as I the indices i such that t+ i
has not been erased in the link from relay to destination. Then,
it follows that∑
i∈I

αt(t+ i)
(a)

≥
i∗∑
i=1

αt(t+ i) + (T − i∗ −N2)
k

T −N2 − γ∗

(17)
(b)
=(i∗ − γ∗) k

T + 1−N1 −N2

+ (T − i∗ −N2)
k

T −N2 − γ∗
(18)

(c)

≥(i∗ − γ∗) k

T −N2 − γ∗

+ (T − i∗ −N2)
k

T −N2 − γ∗
(19)

=k (20)

where (a) follows from the fact that, in the worst case, from
conditions (14) and (15), all i ∈ [1 : i∗] are part of I
(otherwise we get more symbols, that is, if i′ > i∗ and i′′ ≤ i∗,
then αt(t+ i′) > αt(t+ i

′′)), and that the remaining can all be
bounded by (14); (b) follows from the fact that

∑i∗

i=1 αt(t+
i) = κt(t + i∗) = (i∗ − γ∗)`′ = (i∗ − γ∗) k

T+1−N1−N2
, from

item 4 above and the fact that, for each non-erased source
encoded packet, the relay recovers `′ estimates; and (c) comes
from the fact that, again, γ∗ ≤ N1 − 1. The last step results
from trivial arithmetic.

Then, owing to the use of the long [nlong, klong = k]-MDS
code, since at least k code symbols are available, then all k
estimates of message symbols of m(t) can be recovered by
the delay constraint at time (t+ T ).

Finally, note that messages m(t′), t′ < 0 are available by
definition to the destination. Therefore, at time T , since the
destination is able to recover an estimate of m(0), it is also
able to recover the message packet itself. Then, at time T +1,
since it already has access to m(0), the estimate of m(1) is
enough to recover the message packet as well, and so on.
Thus, from this induction argument, it is easy to see that the
estimates are enough for the destination to recover the message
packets by the deadline.

Finally, we propose a naive way to inform the destination
about the erasure pattern that has been observed: at every time
instant t, the relay forwards the observed erasure pattern from
time t − T up to time t. This is a binary sequence of length
T +1, thus it can be represented by d(T +1) logq 2e symbols.
Further, it does not depend on the packet size, thus, we can
make this overhead negligible by increasing the packet sizes.
This can be easily achieved by multiplexing together c copies
of our code3.

Finally, since we have presented an (N1, N2, T )-achievable
code with rate as described in Theorem 1, the proof of the
theorem is complete.

IV. UPPER BOUND

We start the upper bound presentation by showing a toy-case
example for which we show that an (N1 = 1, N2 = 2, T = 4)-
achievable code must be able to recover from more than N2

erasures in the second link under some particular conditions.
Let us consider the erasure pattern in Table III. Note that,
from time t to t+T , there are N2 + 1 = 3 erasures. However,
consider the following argument: at time t + T , all source
encoded packets from time 0 up to t − 1 must have been
recovered. Furthermore, since x(t) has been erased, and due
to causality, packet y(t) must be a function only of packets
from time 0 up to t− 1, as the relay has not yet received any
information about packet m(t). Therefore, at time t+ T , that
is, at the deadline for recovery of packet m(t), the destination
must be able to generate y(t), thus its erasure should not
affect the recovery of m(t). This example is formalized in
the following entropy equations

H(m(t)|{y(t′)}t−1t′=0, y(t+ 1), y(t+ 3))

3For example, for T = 5 and q = 28, this overhead is a one-byte header,
which is negligible in a 256 bytes packet.
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TABLE III: A valid erasure pattern for N1 = 1, N2 = 2 and T = 4. In this example, packets t and t + 7 are erased from
source to relay, while packets t, t+ 2, t+ 4 and t+ 7 are erased from relay to destination. The key insight is that, although
N2 = 2, there are three erasures from time t to t+ 4, and yet the erasure pattern is valid.

Time t t+ 1 t+ 2 t+ 3 t+ 4 t+ 5 t+ 6 t+ 7
Source-Relay

Relay-Destination

(a)
=H(m(t)|{y(t′)}t−1t′=0, y(t+ 1), y(t+ 3), {m(t′)}t−1t′=0)

(b)
=H(m(t)|{y(t′)}tt′=0, y(t+ 1), y(t+ 3), {m(t′)}t−1t′=0)

(c)
=0

where (a) follows from the fact that, at time t+ 3, all packets
from time 0 up to t − 1 must be recoverable, since, up to
this point, at most N2 erasures have occurred in the second
link, and at most N1 in the first link; (b) follows from the fact
that, since x(t) has been erased, y(t) must be a function only
of message packets up to time t − 1, due to causality; and
(c) follows from the fact that only y(t+ 2) and y(t+ 4) are
missing, thus it is as if only N2 = 2 erasures have occurred,
and therefore m(t) must be recoverable. Then, by repeating
this erasure pattern with a period of 7, and simply computing
the ratio of non-erased packets to total packets in the second
link, we get that R2 ≤ 4

7 . On the other hand, the trivial bound
in this scenario would be R2 ≤ T+1−N2

T+1 = 3
5 . If we consider

only time-invariant codes, then the upper bound is given by
2
4 , which is clearly lower than ours. However, it applies only
to time-invariant codes, and in fact we can achieve higher
than that using our adaptive coding scheme presented in the
previous section, which, in this example, achieves 3

5.5 , ignoring
the overhead.

The following lemma generalizes this key concept and allow
us to make an induction argument in the sequence.

Lemma 1. Assume that, at time t + T , the destination has
access to message packets {m(t′)}t−1t′=0. Then, if the following
conditions hold, an (N1, N2, T )-achievable code must be able
to recover m(t).

t+T∑
t′=t

eS,t′ ≤ N1 (21)

t+T∑
t′=t

eR,t′ ≤ N2, if eS,t = 0 (22)

t+T∑
t′=t+1

eR,t′ ≤ N2, if eS,t = 1. (23)

Proof: Let us split the proof in two cases. First, if eS,t =
0, the proof follows immediately

H(m(t)|{m(t′)}t−1t′=0, {yD(t′)}t+Tt′=t)

=H(m(t)|{m(t′)}t−1t′=0, {yD(t′)}t+Tt′=t, {y(t′), x(t′)}t−1t′=0)

(24)
=0 (25)

since, by assumption, the code is (N1, N2, T )-achievable,
therefore, it must be able to recover from any N1 erasures
in the first link and N2 erasures in the second link. In

particular, since the destination has access to all previous
message packets, it is able to generate all channel packets
from time 0 up to t− 1, independent of the erasures that have
occurred in the past. Therefore, it is “as if” only the erasures
from time t up to t+ T have occurred.

Now, let us consider the more interesting case, which is
when eS,t = 1. In this case, we have

H(m(t)|{m(t′)}t−1t′=0, {yD(t′)}t+Tt′=t+1)

=H(m(t)|{m(t′)}t−1t′=0, {yD(t′)}t+Tt′=t+1, {y(t′)}tt′=0, x(t′)}t−1t′=0)

(26)
=0 (27)

where, again, since the destination has access to previous
message packets, it is able to generate all the channel packets
from source to relay {x(t′)}t−1t′=0. However, since eS,t = 1, we
have that y(t) must also be a function of {x(t′)}t−1t′=0, thus the
destination can also generate the channel packet y(t). Then,
again, it is “as if” only the erasures from time t + 1 up to
t+T have occurred from relay to destination, and, since there
are at most N2 erasures in this window, packet m(t) must be
recoverable.

We now apply this Lemma in an induction argument in order
to state that not only we must be able to recover from a sliding
window, as shown in e.g. [2] and recalled in Remark 1, we
must be able to recover from a sliding window that, sometimes,
allows for more than N2 erasures in the second link.

Lemma 2. If a code is (N1, N2, T )-achievable, then it must
be able to correct any erasure patterns for which the following
holds:

t+T∑
t′=t

eS,t′ ≤ N1,∀t ∈ Z+ (28)

t+T∑
t′=t

eR,t′ ≤ N2,∀t ∈ {t ∈ Z+ : eS,t = 0} (29)

t+T∑
t′=t+1

eR,t′ ≤ N2,∀t ∈ {t ∈ Z+ : eS,t = 1} (30)

Remark 6. These conditions lead to a tighter upper bound
than the trivial bound that only considers the second link,
which is represented by the condition

∑t+T
t′=t eR,t′ ≤ N2,∀t ∈

Z+. In particular, (30) allows for more erasures in a window
than the trivial bound allows, thus, there are less available
non-erased packets and the rate must be lower. In other words,
the erasure sequence used in the trivial bound meets the
conditions of Lemma 2, and allowing for more possible erasure
sequences can only improve the upper bound.

Proof: This follows directly from an induction argument
using Lemma 1. Note that, by definition, at time T , the
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destination has access to message packets m(t′), t′ < 0.
Therefore, if conditions (21)-(23) hold for t = 0, packet m(0)
is recoverable. Then, at time T + 1, the destination has access
to m(t), and if the conditions hold for t = 1, it can also
recover m(1), and so on.

Formally, assume that, at time τ + T , the destination has
access to all message packets m(t′), t′ < τ . Then, under the
assumptions of this Lemma and applying Lemma 1, at time
τ + T + 1, the destination will have access to all message
packets m(t′), t′ ≤ τ . That is, if, at any time instant, all previ-
ous message packets are known to the destination, then, under
our assumptions and using Lemma 1, all following message
packets will also be recoverable by the destination. Finally,
remember that, by assumption from the model, m(t′), t′ < 0
is known to the destination. Therefore, under the assumptions
of this Lemma, all message packets are recoverable by the
destination.

This Lemma provides us a framework to try and find
an optimal erasure pattern pair which fulfills the desired
constraints. Let us define the following optimization problem
and denote its solution R∗2 as follows

R∗2 , lim
τ→∞

min
e∞S ,e∞R

1

τ

τ+T∑
t′=0

(1− eR,t′)

s.t.
t+T∑
t′=t

eS,t′ ≤ N1,∀t ∈ Z+

t+T∑
t′=t

eR,t′ ≤ N2,∀t ∈ {t ∈ Z+ : eS,t = 0}

t+T∑
t′=t+1

eR,t′ ≤ N2,∀t ∈ {t ∈ Z+ : eS,t = 1}

(31)

where the optimization is over all the valid erasure sequences
that satisfy Lemma 2. We then can show the following Lemma

Lemma 3. For any (N1, N2, T )-achievable streaming code
with parameters k, n1 and n2, we have

k

n2
≤ R∗2. (32)

Proof: We have shown, in Lemma 2, that if a code is
(N1, N2, T )-achievable, it must be able to recover from an
erasure sequence that meets the conditions in Lemma 2. Given
a valid erasure sequence, it is easy to see that the rate must be
below the ratio of non-erased packets (using the given erasure
sequence) to total packets. This holds for any window of length
τ , and it gets tighter as τ → ∞, as the difference between
τ (total source encoded packets) and τ + T (total encoded
packets) becomes negligible.

That is, the optimization is simply finding the valid erasure
sequence that meets the conditions given by Lemma 2 and that
minimizes the rate in the second link.

In our example, an erasure sequence that satisfies Lemma 2
can be found by repeating the pattern in Table III with period
7. This can be seen by the fact that, when an erasure occurs in
the first link (e.g. at time t), the constraint is that the number of
erasures from time t+1 up to t+4 is less than or equal to N2,

which holds. In other windows, where there are no erasures
in the first link, the constraint is that the number of erasures
is at most N2, which again holds. Then, an upper bound is
simply given by the ratio between non-erased packets (4) to
total packets (7) for this specific erasure pattern. However, we
do not claim that the erasure pattern presented in Table III is
optimal, instead, it is one valid erasure sequence which results
into one valid bound.

However, solving this optimization problem is not trivial.
Instead, we propose a heuristic algorithm for the adversary,
which attempts to maximize the number of erasures it in-
troduces in the relay-destination channel. The algorithm is
described in Algorithm 2.

Algorithm 2 Adversary Heuristic

for t = 0, t++, t ≤ τ do
num erasures R(t)←

∑t+T
t′=t eR,t′

if eR,t == 1 then
num erasuresS(t)←

∑t
t′=t−T eS,t′

if num erasures R(t) == N2 and
num erasures S(t) < N1 then
eS,t ← 1

end if
end if
if (eS,t == 1 and num erasures R(t) ≤ N2) or
(num erasures R(t) < N2) then
eR,t+T ← 1

end if
end for

The idea for the algorithm is simple: we introduce erasures
in the second link in a greedily manner, always in the end of
the window (i.e., at time t+T ). This ensures that introducing
this erasure will not make any previous window invalid, that
is, it will not increase the number of erasures in any previous
window to more than it is allowed. Furthermore, under our
constrained framework, introducing erasures in the first link
only improves the upper bound by allowing one extra erasure
in the second link for the same time instant. For that reason,
we only introduce erasures in the first link at times when there
is already an erasure in the second link and that being able
to introduce one extra erasure helps, that is, when the number
of erasures in the window is already N2.

Further, we note that the source is not able to adapt to any
erasure pattern, thus the cut-set-like bound from [19] for the
first link holds even in the adaptive case. That is, as in [19], we
can upper bound the capacity by analyzing the first link and
noting that the relay must recover every message packet with
delay T −N2, otherwise a burst of N2 erasures in the second
link makes that information impossible to recover. Thus, as in
the prior works, we can bound R1 ≤ T+1−N1−N2

T+1−N2
. Finally,

this allows us to present the following upper bound.

Theorem 2. The (N1, N2, T )-capacity CN1,N2
is upper

bounded by

CN1,N2
≤ min(R∗1, R

∗
2)

where R∗1 ≤ T+1−N1−N2

T+1−N2
and R∗2 is as in (31).

This article has been accepted for publication in IEEE Transactions on Information Theory. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TIT.2023.3254464

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: TEL AVIV UNIVERSITY. Downloaded on May 16,2023 at 00:46:57 UTC from IEEE Xplore.  Restrictions apply. 



13

0 10 20 30 40 50 60 70 80 90 100

Parameter set

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9
R

a
te

Trivial Bound

Proposed Bound

Proposed Achievable

Prior Achievable

Fig. 3: Comparison between prior work and our work in terms
of lower and upper bounds on the capacity of streaming codes
in the three-node relayed network.

Proof: This follows immediately from the cut-set-like
bound in [19] and Lemma 2.

V. RESULTS

To validate our construction, we consider multiple settings
with the parameters (N1, N2, T ) drawn randomly with the
following conditions:

• 10 ≥ N2 > N1 ≥ 1. The condition N2 > N1 is so
that the second link is the bottleneck. Otherwise, both
our coding scheme and the non-adaptive coding scheme
from [19] are optimal.

• N1 +N2 + 10 ≥ T ≥ N1 +N2. The second condition is
so that the capacity is not trivial (i.e. not zero).

With the range of parameters, we hope to observe most
meaningful scenarios: N2 and N1 can be close or fairly
separated and the delay constraint T can be tight or loose
with respect to the number of erasures.

Then, for each randomly chosen set of parameters, we
compute a trivial upper bound, which is obtained by reducing
the relayed-setting to a point-to-point setting from relay to
destination, the achievable rate from [19], our upper bound
and our achievable rate. Then, for presentation, we sort the
results according to the trivial bound, in increasing order, and
present it in Fig. 3.

It can be seen that our achievable rate is strictly better than
the non-adaptive achievable rate, with gains above 100% for
some sets of parameters. We also observed that our upper
bound is tighter than the trivial bound in all scenarios, although
the difference might be negligible for some setting parameters.

We also present the CDF of the ratio between our achievable
rate and our upper bound. As can be seen in Fig. 4, our coding
scheme achieves higher than 95% of the upper bound in more
than 80% of the tested scenarios, and it achieves less than 80%
of the upper bound in less than 3% of the scenarios.
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Fig. 4: CDF of proposed achievable rate divided by proposed
upper bound

VI. LIMITATIONS AND FUTURE WORK

In this section, we discuss some limitations of our model
and our scheme, and point towards interesting future research
that may improve upon these.

First, from a model perspective, ideally we would like to
be able to design codes for statistical models, rather than the
adversarial model. In that case, since some information packets
are impossible to recover within the delay constraint, due to the
possibility of all packets being erased, we must also include
a packet loss rate constraint, and then design codes that meet
this loss constraint within the delay constraint. However, such
a setting is challenging. In fact, even analytically obtaining
the loss rate of a given code construction, such as the one
presented in this paper, is not trivial, and is usually done
through bounds and simulations. Thus, constructing codes with
these constraints is obviously of interest, but impractical with
our current understanding.

Another extension that may be of interest in statistical
models are codes that are able to recover from (N1, N2)
erasures with delay T , but also from larger (N ′1, N

′
2) erasures

with extended delay T ′. Currently, streaming codes in general
fail to recover from more erasures than they are designed for,
no matter how long the delay, however, random linear codes
(for example) are able to decode from any number of erasures,
given enough time. Thus, designing streaming codes with such
property is also of interest.

Furthermore, our definition considers fixed-size encoded
packets, even though our relaying scheme is inherently
variable-size. This definition is helpful in that it is more
tractable to analyze, allowing us to find a closed form ex-
pression to the achievable rate, and allowing us to prove the
converse by bounding the amount of information each non-
erased packet can provide. This definition is also justified
in practice because it represents a limit on the maximum
bandwidth allowed for the application, which is also a realistic
and important limitation. Future research may be interested in
performing similar analysis on different metrics, such as the
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average bandwidth used by the application. In particular, our
scheme also presents an achievable proposal for such metrics,
however, it possibly could be improved by focusing on them.
Furthermore, converse techniques that focus on these different
metrics are also of interest.

Many applications, such as videoconferencing, also deal
with variable-size messages. However, streaming with
variable-size messages has not yet been solved even in the
point-to-point case, although some progress has been made
in [12], [18]. Extending the relayed setting to variable-size
messages is an interesting open problem, however, as the fixed-
size fundamental limits are not yet completely understood, and
are also of interest, we focus on these in this work.

On the actual proposed construction, one limitation is that
both the packet sizes and the field sizes become significantly
large for many sets of parameters. In this work, we are focused
on the fundamental limits, and therefore the practicality of
the construction is not prioritized. However, in order to be
more practical, schemes with shorter packet sizes must be
developed. At the moment, it is unclear whether this can be
done without significant rate decrease. In our paper, the reason
for such large packet sizes is that, for each possible number
of erasures i between 0 and N1, the relay employs a different
code with rate T+1−N2−i

T+1−i , thus k must divide T + 1−N2− i,
for all i ∈ {0, . . . , N1}. A naive way to obtain a trade-off
between packet size and rate is to, instead of adapting to all
possible number of erasures, adapt only to a subset of them.
More precisely, let N ⊆ {0, . . . , N1}, we can construct a
code with k =

∏
i∈N (T + 1 − N2 − i), possibly reducing

the packet size compared to (8). Then, if the relay observes
i′ 6∈ N erasures, the relay adapts to the rate of the smallest
number of erasures i ∈ N such that i > i′ (note that N1 ∈ N
is therefore required). This scheme is not the focus of our
paper, thus we do not provide a general rate expression for it,
however, it is easy to see that the rate will be worse if we adapt
to a smaller subset of the possible number of erasures. As an
example, considering the running example from Section III-C,
if we only adapt to N = {0, 2}, not adapting to 1 erasure,
we would get k = (T + 1 − N2)(T + 1 − N2 − N1) = 8,
significantly smaller than the 24 symbols used in the paper,
however, n2 would (relatively) increase to 18, that is, we
would get R = 8/18 = 0.444, smaller than the proposed
R = 24/50 = 0.48, although still higher than R = 0.4
achieved in [19]. We also note that selecting N = {N1}, i.e.,
not adapting to any number of erasures, and simply treating all
packets as if N1 erasures have occurred, will degrade exactly
to the scheme in [19]. We do not claim that this trade-off
between packet size and rate is optimal, or even that the trade-
off necessarily exists, and an interesting future research is to
further investigate it, possibly proposing coding schemes that
can achieve the same rate as ours with smaller packet sizes.

We also note that there is still a gap between our achievable
result and our upper bound. One possible reason is that the
upper bound inherently assumes that each non-erased packet
contain n2 symbols worth of information, however, in our
construction, some packets contain less than that due to the
variable-rate. Another reason is that, in general, there are
windows of length T + 1 with fewer than N1 erasures in the

first link in the erasure patterns found by our optimization.
This indicates that there should be an even tighter bound that
further exploits the erasures in the first link, which would
enforce even lower rates in the second link.

VII. CONCLUSION

In our paper, we presented a novel adaptive scheme for the
delay-constrained relay setting, which exploits the fact that the
relay can act based on the observed erasure pattern. We also
present a novel upper bound technique, which bounds the rate
in the second link according to the erasure pattern observed
in the first link. We compare both our achievable and upper
bound to the prior work on them, and show that both are at
least as good as the previous results and significantly better
in some scenarios. In particular, we show that our achievable
rate can be higher than twice the one from prior work, and
that it is close to the upper bound most of the time.

Follow-up research includes closing the gap between
achievable and upper bound, and further adapting our cod-
ing scheme to time-varying channels according to a small-
frequency feedback provided from destination to the relay and
from the relay to source, or directly from destination to source.

APPENDIX

Proof of Proposition 1: Let us focus on one layer of
the source-to-relay code. Consider the sequence of source
encoded sub-packets {x(0)(t)}t∈[0:∞] produced by interleav-
ing systematic [n′, k′]-MDS codes as shown in Fig. 2. Note
that the set of code symbols {m0(t − k′ + 1),m1(t − k′ +
2), · · · ,mk′−1(t), p0(t+ 1), · · · , pr′−1(t+ r′)} (for example,
the diagonal highlighted in the figure) forms a codeword of
the underlying [n′, k′]-MDS code.

Now, at time iν , consider the diagonal that contains
mk′−ν(i). Note that this diagonal contains ν − 1 symbols
from future packets. However, by definition, iν is the νth non-
erased packet, therefore, there are exactly ν non-erased packets
between time i and time iν (included). Therefore, all future
packets can be removed4 (e.g., through Gaussian elimination).
Therefore, at time instant iν , we may always recover the esti-
mate m̃k′−ν(i) = mk′−ν(i) +

∑i−1
t=0

∑k−1
j=0 αt,j(iν)m

(0)
j (t),

where αt,j(iν) are some linear coefficients resulting from
the Gaussian elimination process. Now, note that there are
`′ layers of such codes, and all are completely independent
by construction, thus at time instant iν , we have access to
M̃ν = M̃ν−1 ∪ {{m̃k′−ν+`k′}`−1`=0}, where M̃0 = {}. This
completes the proof of the first claim.

Now, consider the set Mν that contains the symbols for
which the elements of M̃ν are estimates. That is, let Mν ,
Mν−1 ∪ {{mk′−ν+`k′}`−1`=0}, again with M0 = {}. Then, the
following holds:

H(m(i)|M̃ν , {m(i′)}i−1i′=0)
(a)
= H(m(i)|M̃ν , {m(i′)}i−1i′=0,M

ν)
(33)

(b)

≤ H(m(i)|Mν) (34)

4Recall that the code is a systematic MDS code, thus its generator matrix
can be written as G = [I P], and all square submatrices of the parity matrix
P are invertible.
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(c)
= H(m(i))−H(Mν) (35)
(d)
= k − `′ν (36)

where (a) follows from the fact that Mν can be recovered
from M̃ν and the past messages; (b) follows from removing
conditioning; (c) follows from H(m(i),Mν) = H(m(i)) +
H(Mν |m(i)) = H(Mν) + H(m(i)|Mν) and the fact that
H(Mν |m(i)) = 0; (d) follows from the fact that the symbols
are independent and uniformly distributed in Fq .
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